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Systematic studies of the organization of biochemical networks

that make up the living cell can be defined by studying the

organization and dynamics of protein interaction networks

(PINs). Here, we describe recent conceptual and experimental

advances that can achieve this aim and how chemical

perturbations of interactions can be used to define the

organization of biochemical networks. Resulting perturbation

profiles and subcellular locations of interactions allow us to

‘place’ each gene product at its relevant point in a network. We

discuss how experimental strategies can be used in

conjunction with other genome-wide analyses of physical

and genetic protein interactions and gene transcription

profiles to determine network dynamic linkage (NDL) in the

living cell. It is through such dynamic studies that the

intricate networks that make up the chemical machinery of

the cell will be revealed.
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Introduction
Genome sequencing efforts reveal the high number of

genes with unknown function. Consequently, it is impor-

tant to design new experimental strategies, which could

be used to determine gene roles and interrelationships on

a large scale. Biochemical pathways are networks of

dynamically assembling and disassembling protein com-

plexes. Therefore, a meaningful representation of a bio-

chemical network in a living cell would be first, a step-by-

step analysis of individual protein–protein interactions

and second, analysis of the dynamics of interactions in

response to perturbations that impinge upon the network

under study and the time and spatial distribution of these

interactions. What we seek are conceptual and experi-

mental approaches that will tell us how, when, where and

under what circumstances proteins are processed, mod-

ified, activated or inactivated, how they are destroyed
www.sciencedirect.com
and, central to all of these, what other molecules do they

interact with.

In this review, we discuss three issues. First, we provide

logical and mechanistic context to explain why the mea-

surement of protein–protein interactions on a large-scale

has become a crucial component of efforts to define gene

function and the organization of biochemical networks.

Second, we explain a conceptual basis for using protein

interaction data along with other approaches such as

genome-wide gene expression analysis and genetics to

define the organization of biochemical networks. We

specifically discuss how existing experimental techniques

and one in particular, protein fragment complementation

assays (PCAs), allow us to go beyond the static represen-

tations of protein interactions to make inferences on the

organization of information flow in biochemical networks.

Finally, we provide some perspectives on where protein

interaction networks take us, with a discussion of their

utility in chemical genetic analyses; the use of organic

molecules to probe biochemical processes, and protein

interactions as probes for the actions of such molecules on

biochemical networks.

Protein–protein interactions and gene
function
Even among very well studied organisms such as the

budding yeast Saccharomyces cerevisiae and enteric bacter-

ium Escherichia coli, classical genetic approaches have

failed to assign even the most general cellular function

to a significant proportion of genes, a far cry from getting

specific functional inferences. The solution is to deter-

mine on a genomic scale, with assays amenable to that

task, gene functions. To this end, the successful yeast

two-hybrid system (Y2H) has been used to achieve first

draft protein–protein interaction maps for three eukar-

yotes (yeast, S. cerevisae; nematode, Caenorhabditis elegans;
fruitfly, Drosophila melanogaster) [1–4]. On the other hand,

in vitro strategies to map out protein–protein interactions

based on large-scale protein complex purification fol-

lowed by mass-spectroscopic analysis have also been

applied successfully to S. cerevisae [5,6]. Protein interac-

tion networks (henceforth ‘PINs’) obtained in these

studies provide a crucial first step towards mapping genes

to functions. However, comparison of PINs, specifically

for S. cerevisae, defined by these various studies and by

classic approaches have revealed few of many potential

interactions (many false-negatives) along with high false-

positive rates [7�]. Although these observations might

bring ‘grist for the mill’ to the usual critics of these

methods, it must be recognized that any random screen-

ing approach for rare events (i.e. any genetic screen)
Current Opinion in Chemical Biology 2005, 9:31–37
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suffers from the same problems. More to the point, it

must be emphasized that such data, limited as they are,

provide a powerful framework for the inference of protein

function and biochemical network organization. Below,

we present ideas and published work that demonstrate

how the static PINs generated by protein–protein inter-

action screening have been demonstrated to be useful

and, further, concepts and methodologies that might help

us to transform these static PINs into dynamic models of

biochemical networks.

Inference of gene function and networks:
combining large-scale data
There have been recent efforts to combine genomic-scale

PINs with other information on genes, varying from data

as disparate as co-evolution to covariance of gene expres-

sion under different conditions. Two particularly inter-

esting and analogous approaches have been described

recently.Starting fromBayesianorpseudo-Bayesian frame-

works, strategies have been proposed to combine

large-scale data to both predict and test the biological

validity of protein–protein interactions [8��,9��]. These

approaches provide reference test datasets for construct-

ing hypotheses about the linkage between genes and

their protein products and should serve as examples of

formalisms for evaluating large-scale genomic efforts in

the future.

Mapping the biochemical machinery of cells
The potential application of genome-wide approaches to

cellular biology is becoming a reality. For example, draw-

ing upon systematic genome-wide analyses of S. cerevisiae,
several groups have suggested that biochemical networks

may be organized as modules of physically or genetically

linked genes that contribute to a particular cellular func-

tion [10,11,12��,13,14�,15,16��], and it has been proposed

that such analyses could be used to identify cellular

processes to which specific genes are linked and upon

which cellular, including chemical perturbations act

[17–21,22�–24�,25].

It is first instructive to examine how biochemical net-

works have been examined at a genome-wide scale by

examining patterns of gene transcription. The combina-

tion of DNA microarray to monitor gene transcription

with ways to systematically perturb a biochemical net-

work allow, in principle, the inference of a network’s

organization (Figure 1). The most well described analyses

of gene expression have been performed for S. cerevisiae,
for which microarrays representing all predicted genes

have been available for some time. The key practical

issue is whether a set of specific perturbations is possible.

In yeast this is relatively simple, thanks to the availability

of a systematic set of gene knockouts, whereas for other

organisms small interfering RNAs (siRNAs) are becoming

the most common approach to network perturbation [26].

However, this transcriptocentric approach to mapping
Current Opinion in Chemical Biology 2005, 9:31–37
networks has its pitfalls, in particular that the details of

the underlying machinery leading to specific outputs of a

system are not known. Thus, any new insights remain as

inferences that must still be tested directly. This is where

PINs become an important component of a more detailed

analysis of biochemical networks. For example, it was

Ideker and colleagues who first described how a PIN can

be used to guide a systematic analysis of a biochemical

network, using a unique metabolic response, the switch

from glucose to galactose as carbon source in yeast as an

example [27��]. In their strategy, a PIN is constructed for

all known interactions for proteins, which are either

known to interact or might be inferred to interact on

the basis of common changes in expression in response to

the glucose–galactose switch. Combining these data with

examinations of changes in protein expression and knock-

outs of individual genes, they were able to both reproduce

what was known about the glucose–galactose response,

and to identify some proteins whose role in the response

had not been shown. Thus, the PIN constructed for the

glucose–galactose response genes served as a template for

generating and testing hypotheses about the organization

of a biochemical network underlying a simple but impor-

tant biological adaptation. Similarly, Yao and colleagues

used PINs and the complete set of single knockout yeast

strains as the framework for the detailed analysis of the

biochemical networks underlying the vertebrate aryl

receptor response [16��]. This study elegantly demon-

strated the powerful synergy between protein–protein

interactions and computer and genetic approaches to

delineate the different genes involved in aryl receptor

signaling and to propose specific roles in this receptor

function.

PIN-free chemical genetic approaches to
mapping molecules to protein targets
Although this review deals mostly with PIN-based ana-

lyses of biochemical network organization, important

recent genetic and transcription-based studies are worth

noting, because of the impact they could have in tackling

PIN inference in the future. The combination of genomic

data and DNA microarrays now enable, in theory, testing

of all yeast genes for interactions with selected drugs to

confirm or uncover their mechanism of action (reviewed

in this issue by Armour and Lum). A first strategy is to use

the exhaustive yeast haploid bank to screen for strains

sensitized to drugs or compounds [23�,24�,25]. In one

such study, 78 compounds were screened for haploinsuf-

ficiency against 3503 heterozygous deletions strains [24�].
Of the 78 compounds tested, 56 resulted in the identi-

fication of a small number of potential target genes. In this

paper, deeper validations of putative cellular targets for

molsidomine, a vasodilator, and 5-fluoro-uracil (5-FU), an

anticancer agent, are presented. Results suggest that

5-FU acts on the exosome and disrupts normal maturation

of rRNA, in contradiction with the widely held view that

it acts as a competitive inhibitor of thymidylate synthase.
www.sciencedirect.com
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Combining gene expression profiles and protein interaction networks to determine the organization of biochemical pathways. Two related

pathways (A and B) are thought to be organized as depicted (upper left). The role of each protein as an activator (arrows) or inhibitor (T-bars)

of the pathway is indicated. Interactions of the component proteins of these pathways (upper right) suggest a modular organization in which an

additional protein (C1) has been identified, linking the two pathways. To confirm the organization of these pathways and role of each protein, the

expression of reporter genes that are activated by the individual pathways is monitored (lower right). Relative expression levels are determined

for wild type versus cells in which individual pathway component proteins have been knocked out. The position in the pathway and role of the novel

pathway integrator C1 are determined. First, the position of C1 in the pathways is determined by which proteins in the two pathways C1 interacts

with (A6 and B8). Second, the role of C1 is determined by comparing reporter gene expression in wild type and cells in which C1 is knocked out

(lower right, yellow rectangle). Knocking out C1 results in an increase in expression of pathway B reporter genes (red squares) and a decrease

in expression of pathway A reporter genes (green squares). Expression profile results are consistent with an inhibitor role of C1 on pathway B

and an activating role on pathway A as depicted.
This conclusion is supported by an independent study

using similar methods [23�].

Despite the caveats mentioned above, DNA microarray

analyses can still validate the mechanisms of action of

small-molecule inhibitors. For example, a recent paper

presents the discovery of a molecule, dubbed Uretupa-

mine, found by screening an arrayed combinatorial chem-

ical library for binding to the yeast protein Ure2p [22�].
Strikingly, these authors found that treatment with this

small molecule leads to Ure2p-dependant increase in the

expression of a subset of glucose-responsive genes under

its control, but not of non-glucose-dependant genes.

Similarly, small-molecule libraries were screened in yeast

for their antagonizing potency toward rapamycin, to

identify novel components of Tor signaling pathway

[28�]. Two compounds were discovered and were shown

to target, respectively, the yeast homologue of PTEN

(PtdIns(3,4)P2 phosphatase) and a protein of unknown

function, also apparently involved in phosphoinositide

signaling. Interestingly, we had previously reported a

potential cross-talk between Tor and receptor tyrosine

kinase pathways through PI3K signaling in mammalian
www.sciencedirect.com
cells, as determined from chemical perturbation of this

PIN [29��]. These results highlight the fact that small-

molecule modulators can potentially go one step further

than regular genetic methods in network inferences

(reviewed in this issue by Butcher and Schreiber).

Because the methods described above require no a priori
knowledge of a drug mechanism, they could be useful for

determining protein targets, but also to eliminate com-

pounds with pleiotropic effects or to directly screen

chemical libraries for novel or improved drug properties.

Another positive consequence of these studies is that as

more ‘old’ drugs get attributed a defined mechanism, they

become useful tools for interaction network inference as

described below.

Other PIN perturbation strategies
Treatments of cells with growth-factors or hormones, or a

switch in growth media culture composition are classic

means of changing cell state and thus, perturbing PINs. In

mammalian cell models, the overexpression of genes and

siRNA technology are currently the main strategies

amenable to large-scale-induced perturbation of PINs
Current Opinion in Chemical Biology 2005, 9:31–37
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[30]. In a recent study, Plavec et al. used an ELISA assay to

detect the change in expression of seven inflammatory

response genes induced by treatment with three cytokines

(e.g. comparison between no treatment and treatment with

IL-1b, TNF-a and IFN-g) in the context of primary

endothelial cells overexpressing either of 24 proteins (such

as TNF-a receptor type I, constitutive active form of RAS,

dominant negative of SHP2, etc) potentially implicated in

pathways regulating the inflammation process [31]. The 28

data points harvested for each overexpressed proteins were

concatenated, clustered and used to link proteins display-

ing similar response patterns. Results confirmed known

links for genes involved in the same pathway, but also

novel relationships between pathways.

Another strategy with promising possibilities relies on

exogenous homodimerizing and heterodimerizing

domains based on FK506 binding protein that had been

designed to induce a pharmacologically controlled dimer-

izing event in cellular pathways [32,33]. For example, the

consequences of agonist-independent recruitment of

b-arrestin to a G-protein-coupled receptor on MAPK

signaling and receptor recycling have been recently

reported using this system [34].

From static to dynamic PINS
The holy grail of chemical biology is to develop a small-

molecule modulator for every protein function. More

modestly, and in the perspective of network inferences,

combinations of genetic and chemical approaches and

careful selection of prioritized targets could provide a

more efficient way to understand how these affect not just

their primary target, but individual or multiple biochem-
Figure 2
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ical pathways. In the examples described above, PINs are

either not used or are treated as static entities. Therefore,

it would be of tremendous value if the interactions

themselves could be studied as dynamic entities, what

we will call network dynamic linkages (NDLs). Specifi-

cally, if we could understand where, when and how

interactions are occurring in a living cell, we could use

these as sources of information not merely as a framework

for constructing a static map of biochemical networks, but

a dynamic description of information flow through net-

works. The development of assays to follow protein–

protein interactions dynamically in vivo in their normal

cellular context (e.g. sub-cellular localization) has been

spectacular in the past decade (reviewed in [35,36]). Our

laboratory has developed a general strategy for monitoring

the dynamics of protein–protein interactions in vivo and

in real-time called protein fragment complementation

assays (PCA) [29��,37-46].

In a PCA-based biochemical network mapping, specific

protein–protein interactions, between proteins that inter-

act at various strategic points in a network serve as

‘sentinels’ for the state of the network under different

conditions (Figure 2). First, cells containing PCA senti-

nels are treated with agents (chemical inhibitors, siRNAs,

hormones, etc.) that would be thought to perturb the

biochemical network under study. A change in the PCA

sentinels’ reporter signal would then reveal what the

relationship is between the point of action of the perturb-

ing agent (say some enzyme in a subnetwork or ‘module’)

and the sentinels. So for instance, if an enzyme were

inhibited with a small molecule and the sentinel signal

decreased, we could hypothesize that this enzyme must
Protein interaction networks
Network A Network B

(–)

)
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s on protein B4 (T-bar), is detected downstream by a change in the

ect of the perturbation is a decrease in the number of interacting proteins

tion as detected by PCA sentinel, for instance). However, the effect

upstream protein. (b) Within the PIN for Pathway B, a perturbation of

ect the link (wide bar) between proteins B6 and B7. This does not imply

an effect through the PIN may be due to direct physical links or to
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be somehow positively coupled to the function of the

sentinel proteins. A series of perturbations within indi-

vidual modules in the network would result in a pattern of

responses or ‘pharmacological profile’, as detected by

PCA, which should be consistent with the response of

the network under study. Second, interactions of protein

components of a network should take place in specific

sub-cellular compartments or locations consistent with

their function. The combined pharmacological profiles

and sub-cellular interaction patterns serve then to

describe a biochemical network [29��,47,48�].

Having described the network mapping process, there are

immediate applications of this approach to expanding

network structure by adding novel components. The

cellular targets of small-molecules and cross-talks

between signaling pathways can be revealed by using a

PCA sentinel approach [29��,49]. Recently, we used this

method to show that insulin and TGF-b signaling path-

ways are linked to each other through interaction of PKB

and SMAD3, which was perturbed by hormones, small

molecules and siRNAs that activate or inhibit one path-

way or the other [48��]. A much more ambitious effort is

underway to map the actions of a large number of drugs

and siRNAs to multiple cellular biochemical networks, as

revealed by sentinel PCAs (JK Westwick, personal com-

munication). This study reveals how both predicted and

novel actions of small molecules and gene knockdowns

emanate from their sites of action to exert either very

specific effects on individual or several pathways as well

as surprising pleiotropic effects of what are thought to be

specifically acting molecules.

New generation of biosensors
In addition to the detection of protein–protein interac-

tions, the study of PIN dynamics would benefit from

using biosensors that detect enzymatic activity or activa-

tion/inactivation state, cofactor or second-messenger

level in a spatio-temporal manner. The classic in vivo
biosensors are based on intramolecular fluorescence reso-

nance energy transfer (FRET) between genetically

encoded reporters based on green fluorescent protein

(reviewed in [50]). First examples were the Cameleon

calcium-sensing reporters [51]. Using the same principle,

sensors of kinase activity were designed for protein kinase

A, tyrosine kinase and protein kinase C [52–54]. These

sensors enable high spatial and temporal detection of

kinase activities in non-disrupted cells.

The development of fluorescent dyes reacting with

cysteine residues has also led to the development of

versatile sensors. The FlAsH and ReAsH compounds

are arsenic derivatives that react with the motif -Cys-

Cys-Xaa-Xaa-Cys-Cys-, which confer apparently suffi-

cient specificity to be used directly on cells expressing

proteins tethered to the tetracysteine tag. Using both

dyes in pulse labeling experiments in live cells, Gaietta
www.sciencedirect.com
et al. proposed a model for assembly of gap junction in

which new molecules are added at the periphery and old

ones are removed at the centre [55]. Another reactant

based on coumarin fluorescence, which conjugates on two

cysteine (located 10 Å apart on a helical peptide) through

two maleimide moieties, has been recently reported [56].

This dye is less toxic and does not necessitate, in prin-

ciple, special care to protect cells. However, it has not yet

been applied in vivo.

A new fluorescent dye with interesting properties for

studying protein–protein interactions has been reported.

The molecule I-SO reacts with a single cysteine and was

designed to have an increased quantum yield in a non-

polar environment, such as a buried protein–protein inter-

face, a rare property of fluorescent dye [57]. Residues 201

to 321 of N-WASP that included the GBD domain, which

interacts with GTP-loaded CDC42, were mutated to

leave only one I-SO reactive cysteine at position 271.

This residue is buried in a hydrophobic pocket formed by

CDC42-GTP and N-WASP. As predicted, the fluores-

cence intensity of the biosensor increased threefold in the

presence of active CDC42. Injection of this biosensor in

live cells enables following and localizing endogenous

CDC42 activity [58�]. This dye is versatile and could be

used to develop several useful biosensors. Limitations are

that the reporter polypeptide has to be purified and that it

should have only one exposed cysteine to avoid spurious

reaction with the dye.

Similarly to PCA, biosensors could be used in principle as

reporters of signaling pathways or cell state. However, it is

not clear if the aforementioned biosensors are all amen-

able to large-scale study. In the future, it should be a

criterion to consider in the design of these types of

technologies.

Conclusions and perspectives
We have attempted here to provide an overview of how the

construction of PINs can and will continue to guide efforts

to provide the basis for gene function assignment and for

studying biochemical networks. Static PINs as provided

by two-hybrid and mass-spectroscopic approaches will

have an enduring place in these efforts, while PCA-based

approaches will allow us to ‘place’ each gene product at its

relevant point in a network and define the dynamic

organization of the network. Use of small-molecule mod-

ulators and other perturbations (e.g. overexpression of wild

type, dominant-negative or constitutively active forms of

enzymes, receptor treatment with agonist or antagonist,

artificially triggered dimerizing event, siRNAs or classic

genetic approach) could be used to generate a functional

profile. In addition, the development of biosensors that

detect the level of specific enzymatic activities, second-

messenger or cofactor concentration in real time is also

important to improve our capacity to model PIN dynamics.

In conclusion, the capacity to form inferences about the
Current Opinion in Chemical Biology 2005, 9:31–37
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dynamic organization of PINs is a first step toward propos-

ing models of cellular biochemical networks.
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